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Beyond Surface Structure: A Causal Assessment of LLMs’ Comprehension Ability

Motivation
- Large language models (LLMs) have demonstrated unprecedented capability in various natural language tasks.

- Debate on: 

Truly understand the semantics of the question. Just stochastic parrot

or

1. A Peek into Token Bias: Large Language 
Models Are Not Yet Genuine Reasoners (ACL’24)
2. Do large code models understand programming 
concepts (ICML’24)
…
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Motivation
- Large language models (LLMs) have demonstrated unprecedented capability in various natural language tasks.

- Debate on: 

Truly understand the semantics of the question. Just stochastic parrot

orBut surface structure sensitivity does not prevent deep structure comprehension

1. A Peek into Token Bias: Large Language 
Models Are Not Yet Genuine Reasoners (ACL’24)
2. Do large code models understand programming 
concepts (ICML’24)
…
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Defined in surface structure theory [Chomsky,1971]
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Experiments on  2-digit multiplication Data (Mask strategy)

Surface-only interventions cause slight accuracy 
decline, while combined surface and deep 
modifications result in significant performance 
degradation

Beyond Surface Structure: A Causal Assessment of LLMs’ Comprehension Ability
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Experiments on 2-digit multiplication Data (Mask strategy)

Question: Do LLMs genuinely comprehend deep 
structure for problem-solving, or do they primarily 
rely on learning surface structure?

Metric: (1) Quantify LLMs’ understanding capabilities 
of deep and surface structures; (2) Be widely applicable 
across diverse tasks and LLMs
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Method

Think from causal graph with mediation Treatment assignment variable  on input T xi

DCE

ICE

Accurate DCE

The required assumptions for causal mediation analysis are satisfied.
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Method

Think from causal graph with mediation

DCE

ICE

Accurate DCE

What we can:
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Method

Think from causal graph with mediation

DCE

ICE

Accurate DCE

What we cannot:
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Method

Think from causal graph with mediation

DCE

ICE
Accurate DCE

Therefore,

Approximate DCE
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Method

Accurate DCE

as similar as possibleApproximate DCE

Mask: masking k non-core semantic 
words closest to the masked core 
semantic word in TE

Rephrase: minimizing word-level 
modifications to transform TE

Strategy

Approximate DCE  (ADCE)

Approximate ICE  (AICE)
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Property: Causality not Correlation
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Property: ADCE is Causal, Accuracy is Correlated
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Property: The accurate of ADCE

SCM
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Experiments
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Experiments

Low-β tasks (e.g., 2-Digit Multiplication, Word Unscrambling) have fixed formats and single-
skill requirements, needing small deep structure understanding for improvement.
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Experiments

High-β tasks (e.g., GSM8k, Analytic Entailment, CommonsenseQA) involve multi-step reasoning, diverse 
logical relationships and broad knowledge, demanding varied deep structure comprehension for accuracy gains.
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Experiments

Open-source models (e.g. LLama-2) are more sensitive to surface structure; however, as 
model scale increases, this sensitivity is mitigated
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More Experiments

- Post training strategy: SFT, In-context learning, Instruction Fine-Tuning, Fine-Tuning with In-Context 
Learning … helps!
- Noisy data: ADCE (AICE) reasonable
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